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DATA PAPER

A Flatfile for the KiK-net Database
Processed Using an Automated Protocol

Haitham M. Dawood,” Adrian Rodriguez-Marek,” Jeff Bayless,"
Christine Goulet,” and Eric Thompson®

The Kiban-Kyoshin network (KiK-net) database is an important resource for
ground motion (GM) studies. The processing of the KiK-net records is a neces-
sary first step to enable their use in engineering applications. In this manuscript
we present a step-by-step automated protocol used to systematically process
about 157,000 KiK-net strong ground motion records. The automated protocol
includes the selection of the corner frequency for high-pass filtering. In addition,
a comprehensive set of metadata was compiled for each record. As a part of the
metadata collection, two algorithms were used to identify dependent and inde-
pendent earthquakes. Earthquakes are also classified into active crustal or sub-
duction type events; most of the GM records correspond to subduction type
earthquakes. A flatfile with all the metadata and the spectral acceleration of
the processed records is uploaded to NEEShub (https:/nees.org/resources/7849,
Dawood et al. 2014). [DOI: 10.1193/071214EQS106]

INTRODUCTION

The use of strong ground motion (GM) records for engineering purposes requires that
strong motion data be processed in a rigorous and uniform manner. When these data are used
for the development of ground motion prediction equations (GMPEs) comprehensive sets of
event and site metadata are needed, in addition to the GM data. The collection of these data,
along with other parameters of interest, is usually summarized in a flatfile. Several research-
ers have processed such databases for different parts of the world (e.g., Chiou et al. 2008 for
shallow crustal earthquakes as part of the NGA-West 1 project; Akkar et al. 2010 for Turkey;
Arango et al. 2011a for the Central American subduction zone; Arango et al. 2011b for the
Peru-Chile subduction zone; Pacor et al. 2011 for the ITACA database in Italy; and, most
recently, Akkar et al. 2014 for the RESORCE database in Europe). The availability of pro-
cessed databases is a key factor for advancing research in earthquake engineering in general,
and for the development of GMPEs in particular. The objective of this paper is to introduce a
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protocol for automated processing of the Kiban-Kyoshin network (KiK-net) GM database
and to produce a flatfile from these data for use in GMPE development.

The objective of strong motion processing is to remove the high and low frequency noise
from the raw records and to adjust the records such that the final velocity of the record is zero
and the final displacement is compatible with tectonic displacements (e.g., baseline correc-
tion). The processing has as its goal to obtain realistic and accurate ground motion intensity
measurements. The instrument response may also need to be deconvolved from the record. In
addition, GM processing determines the bandwidth over which the signal can be used for
engineering purposes. Within this usable bandwidth, the earthquake signal should be strong
enough such that the noise does not compromise the characteristics of the signal.

The Japanese strong GM networks, KiK-net and Kyoshin network (K-NET), have
recorded a large number of strong motion data and have been used extensively by researchers
around the world. Pousse (2005) developed a flatfile for KiK-net records up to 2004 which
was used by various researchers (e.g., Cotton et al. 2008 and Rodriguez-Marek et al. 2011).
Oth et al. (2011) studied the two databases and extracted a subset (2201 seismic events, with
78,840 and 34,456 acceleration time series recorded at surface and borehole, respectively)
that they considered reliable. In addition, various GMPE developers used subsets of the KiK-
net database (e.g., Kanno et al. 2006, Zhao et al. 2006, Dawood and Rodriguez-Marek 2013,
and Goulet and Bayless n.d.), but do not provide the resulting flatfile and do not include a
detailed documentation of the ground motion processing protocol. In this manuscript we
present a processing protocol for the KiK-net records, describe in detail the procedures
adopted to prepare the metadata for these records up to December 2011, and provide a flatfile
with the processed records and the relevant metadata (Dawood et al. 2014; also see the Data
and Resources section).

This manuscript consists of three main parts: Part [ provides a background on the KiK-net
network and the Full Range Seismograph Network of Japan (F-net) seismic catalog. Part I
also describes the KiK-net strong ground motion database used in this study. Part II provides
a detailed description of the automated record processing protocol applied to the KiK-net
database. Part III describes the approach adopted to obtain the earthquake, distance, and
site metadata for each record. Additional information, not included in the paper due to length
limitations, is included in an electronic supplement. The manuscript ends with some remarks
and conclusions. The flatfile with the metadata and the spectral accelerations of the processed
records is given in Dawood et al. (2014).

PART I: KIK-NET DATABASE AND F-NET CATALOG

KIK-NET

KiK-net is one of several seismic networks established in Japan to better monitor the
seismic activity around the country following the devastating Kobe earthquake (17 January
1995; Okada et al. 2004). As of December 2011, the KiK-net network consisted of 692 sta-
tions (Figure 1). Each KiK-net station consists of two strong GM seismographs, one at the
ground surface and the other in a borehole. With the exception of 31 instruments, where the
instrument depth is larger than 500 m, nearly all the borehole instruments are located at
depths ranging between 100 m and 250 m. The sampling frequency of the instruments
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Figure 1. Location of the KiK-net stations (red dots) on the Japanese map.

are either 100 Hz or 200 Hz. Since each instrument records three components of motion,
each KiK-net record has a total of six components. In the context of this paper, the six com-
ponents of the motion are referred to as a record. The seismic velocity profile for 655 of these
stations was obtained from the KiK-net website. The velocity profiles at these stations were
obtained from downhole PS-logging (Oth et al. 2011). For more details regarding the KiK-net
network and the specifications of the instruments the reader is referred to Aoi et al. (2011) and
Okada et al. (2004).

The un-processed records from the KiK-net stations can be downloaded from the
National Research Institute for Earth Science and Disaster Prevention (NIED) website at
http://www kyoshin.bosai.go.jp/. We use about 157,000 GM time series recorded between
October 1997 and December 2011 from earthquakes with M, > 4.0. About 134,000 of
these records were recorded at an epicentral distance (R,,;) less than or equal to 300 km.
The temporal distribution of the records is shown in Figure 2. As shown in the figure,
the number of recorded motions in 2011 was considerably higher than the previous years
due to the occurrence of the moment magnitude (My) 9.0 Tohoku earthquake, which
was associated with a large number of foreshocks and aftershocks. Table 1 shows the number
of records for which the geometric mean of the peak ground acceleration (PGA) of the two
horizontal components exceeds different acceleration thresholds. Note that the majority of the
records have very low PGAs.

F-NET SEISMIC CATALOG

F-net is a broadband seismograph network installed in Japan (Okada et al. 2004). The
F-net website (http://www.fnet.bosai.go.jp/) provides a searchable database of earthquakes
recorded by the F-net network. For each earthquake, the F-net catalog provides the origin
time, location (latitude and longitude), M ;4 magnitude, IMA depth, region, and mechanism
from the NIED moment tensor solution (strike, dip, rake, seismic moment, My, moment
tensor solution, variance reduction, and number of stations used). A total of 25,212 earth-
quakes with My between 3.1 and 8.7 (M ;4 between 2.1 and 9.0) were recorded between
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Figure 2. Temporal distribution of the ground motion (GM) records in the KiK-net database.
Each GM consists of six components (three components at the borehole and three at the ground
surface).

January 1997 and December 2011. The earthquakes’ epicenters were located between 20°
and 49° North and 120° and 156° East.

The spatial distribution of earthquakes in the F-net catalog is shown in Figure 3 for dif-
ferent magnitude bins (a total of 14,395 events with My, > 4). Figure 3 shows that earth-
quakes are mainly concentrated along plate boundaries. Figure 4 shows the scatter plot of My,
versus depth along with the My, and depth histograms of the earthquakes. More than 50% of
the earthquakes occurred at depths shallower than 30 km.

Table 1. Summary of the number of KiK-net records with PGA
(geometric mean) that exceed specified values

Borehole Surface

Repi < Repi > Repi < Repi >

300km 300km 300km 300km

Number of records with PGA™> 0.01 g 3,081 150 22,454 1,195

0.05g 304 14 3,025 97
0.10g 107 4 1,055 34
020 g 14 1 343 14
030 g 2 0 167 5

* PGA for this table is defined as the geometric mean of the peak acceleration of the two
horizontal components of the GM record
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Figure 3. Spatial distribution of the earthquakes in the F-net catalog (between 1997 and 2011)
for: (a) 4.0 <My <5.0, (b) 5.0 <My <6.0, (c) 6.0 <My <7.0, and (d) My, > 7.0. The dif-
ferent tectonic plates around Japan are assigned different colors. (Plate boundaries obtained from
Bird 2003.)

PART II: AUTOMATED GM PROCESSING PROTOCOL

Due to the large size of the KiK-net database, a fully automated processing protocol is
desirable. Figure 5 is a flowchart that provides an overview of the processing protocol. In
general, we relied on the guidelines provided by Boore et al. (2002), Boore (2005), and
Boore and Bommer (2005) to develop the GM processing protocol used in this manu-
script. The idea behind automation is to use a heuristic approach to select parameters for
ground motion processing and use these to process a record. The processed record is then
checked against several preset criteria. If these criteria are not fulfilled, another set of
parameters is assumed and another processing loop is initiated. This loop is repeated
until the processed record fulfills the criteria. The following paragraphs present a detailed
description of the processing protocol along with a justification to the adopted criteria.
Unless otherwise specified, the processing steps are applied on each of the six components
of a record.

Step I Baseline correction. A zero™ order baseline correction is performed by first
subtracting the mean of the first 100 points from the whole acceleration
time series (to account for a shift in the recorded acceleration time series)
and then subtracting the mean of the pre-event noise window using an auto-
mated algorithm to detect the first arrival. The first arrival is defined as the first
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Figure 4. A scatter plot for My versus depth (km) for the earthquakes in the F-net catalog
(bottom-left subplot) and two histograms that show the number of earthquakes in depth bins
(top-left subplot) and the number of earthquakes in different My, bins (bottom-right subplot).

automatically detected arrival time for the six components (see Dawood 2014
for details).

Step II. Record tapering. A tapered cosine (Tukey) window is applied to both ends of the
acceleration time series to ensure a gradual transition to zero. The window length of
the cosine window is set to be 5% of the total record length.

Step lll. Zero padding. Zero pads are added before and after the acceleration time series. The
length of the pads follows the recommendations by Converse and Brady (1992):

Length of zero pad (sec) = 1.5N/f. (D

where N is the order of the Butterworth filter and f,. is the high-pass corner fre-
quency (in Hz). These zero pads are added before and after the motions to
avoid distortion in the filtered motion (the reader is referred to Boore 2005 for addi-
tional information). The computation of the Fast Fourier Transform may require
additional zero padding to insure that the record length is a power of 2.
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Figure 5. Flow chart diagram showing the steps of the processing protocol.

Step IV. Filtering. A high-pass, acausal, fourth-order Butterworth filter is used to filter

Step V.

the record. A set of high-pass corner frequencies is pre-selected (0.07, 0.09,
0.14, 0.17, 0.22, 0.35, 0.46, and 0.70 Hz). The lowest of these frequencies is
first used to build the high-pass Butterworth filter. Each component is then
filtered and checked against different pre-set criteria (see Step V). If the cri-
teria are not satisfied, the next high-pass frequency is selected and this step is
repeated.

Testing a high-pass corner frequency (f.). The suitability of the selected high-pass
corner frequency (Step IV) is determined by checking if the filtered components of
the record satisfy the following criteria:

a. The final displacement in the displacement time series (obtained from numerical
integration of the acceleration time series in the time domain) must be less than
0.005 cm and 0.025 cm for records from events with My, <7.0 and
Mjya = 7.0, respectively; and the final velocity in the velocity time series
must be less than 0.001 and 0.005cm/s for records from events with
Mjya <7.0 and M,y > 7.0, respectively. The lower threshold values
(0.005 cm and 0.001 cm/s for final displacement and velocity, respectively)
were first applied to motions from large magnitude earthquakes, but were
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found to be excessively strict for these motions. This observation is based on
visual inspection of a set of randomly selected records from the database.
Hence, we multiplied these two criteria by a factor of 5.0 for the records
from earthquakes with M4 > 7.0. We note that using these criteria to
choose the optimal f,. value in cases where major residual displacements
are expected (e.g., records affected by permanent tectonic displacements)
might remove part or all of the observed surface displacement; hence, caution
should be taken when using automatically processed motions recorded close
to the fault.

b. The ratio between the final and the maximum displacements must be less than 0.2.

c. A linear regression is applied to the trailing portion of the displacement and velo-
city time series. We assume the length of the trailing portion to be the last 10% of
the recorded motion plus the length of the trailing zero pad (Equation 1). The
slope of the best fit line must be less than 0.001 cm/s for the displacement
time series and 0.001 cm/s? for the velocity time series.

d. The smoothed Fourier amplitude spectra (FAS) of acceleration (smoothed using
the Konno-Ohmachi window with b = 40, Konno and Ohmachi 1998) should
follow an f? decay at the low frequency end (Boore and Bommer 2005). To
check for this criterion, a line is fit between frequency and the smoothed
FAS in log-log space using the smallest five frequencies greater than the corner
frequency (selected in Step VI). If the slope of the line is found to range between
1.0 and 3.0 for all components of the record, then the FAS decay criteria is ful-
filled. This check is not applied to records from earthquakes with M, > 6.0.
The Brune (1970) source model predicts a slope of 2 for the FAS decay at the low
frequency end of the spectrum. Our criteria is more flexible (e.g., accepts a slope
that falls between 1.0 and 3.0) because the slope is calculated by fitting a line only
through 5 points in the smoothed FAS. The slope check was skipped for records
from earthquakes with M 7,4 > 6.0 because the corner frequency for large earth-
quakes is expected to be outside the range of frequencies within which we search
for f,. for the Butterworth filter.

Step VI. Iterative search for a suitable high-pass corner frequency. If some of the criteria
described in Step V are not satisfied for any component of the record, a larger value
for the high-pass corner frequency of the filter is chosen and steps IV and V are
repeated. If all criteria are fulfilled for all components for the same tested corner
frequency, the code proceeds to the next step (i.e., the same corner frequency is
acceptable for the six components). If all the pre-selected frequencies (in step
VI) are tested and neither resulted in a filtered record that fulfill all the criteria,
the record is flagged with an “Error in Filtering” flag. Flagged records could
then be evaluated manually (this was not done as a part of this study and these
records were simply rejected).

Step VII. Signal-to-noise ratio (SNR) check. A noise window is defined using the last 2/f
seconds of the record. The FAS for the whole record component (obtained
from Step I) and for the noise window are computed and smoothed, and the
ratio between both is calculated (from this point on, this ratio will be denoted
as the SNR). If the SNR drops below 3 within the frequency band between
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f¢/0.5 and 30 Hz, the record is flagged with an “SNR < 3.0” flag (Boore and Bom-
mer 2005). In this study we chose to set the maximum usable spectral period to be
50% of the inverse of the corner frequency. This was based on a comparison of the
motions in common between the database described herein and the NGA-West 2
database (Ancheta et al. 2013). It is worth mentioning that the same recommenda-
tion for acausal Butterworth filters had been suggested by Dr W. J. Silva through a
written communication with the authors of Akkar and Bommer (2006). Hence,
f¢/0.5 was chosen as the minimum frequency for the SNR check. The SNR
was computed only up to 30 Hz as the response characteristic of the low-pass filter
applied to the records is almost flat up to 30 Hz (Aoi et al. 2011). The same filter is
applied to the six components of the record. Hence, the usable bandwidth of all
components is the same. We note that due to the automated nature of the search for
the high-pass corner frequency, the proposed algorithm is not likely to work well
for pulse-type motions, such as those that may result from forward directivity
effects.

The acceleration time series of the filtered components, including the zero-pads applied
during processing, are saved. Stripping off the zero pads might compromise the filtered
record especially at longer periods (Boore 2005, Boore et al. 2012). An additional check
for records with multiple wave trains or sub-events was also applied and is presented in
an electronic supplement to this manuscript. The KiK-net network has only broadband digital
instruments and the processing protocol presented in this manuscript is suitable only for this
type of instruments. Additional steps and checks might be necessary for analog instruments.
For additional information about processing analog records the reader is referred to Douglas
(2003) and Boore and Bommer (2005).

We conducted a comparison between the common records in the database presented in
this manuscript and the NGA-West2 database (Ancheta et al. 2013). The comparison showed
that, in most cases, the automated protocol resulted in records with a narrower usable fre-
quency bandwidth compared to NGA-West2 records. This is the result of applying multiple
(and possibly redundant) checks in the automated protocol with conservative threshold
values. These checks were necessary, in the absence of a record-by-record processing
with manual input, to obtain a set of high quality records from the automated protocol.
The loss of usable frequency bandwidth is a trade-off that we accepted for the benefit of
automating the processing of such a large data set. Additional details on this comparison
are given in Dawood (2014).

The application of the Tukey window on motions that don’t have a long enough noise
window (e.g., motions that were triggered by the S-wave component) could affect the spec-
tral accelerations of the processed motions, especially at high frequencies. An indication of
this potential error is the difference between the PGA computed for the processed motions
and the PGA reported in the KiK-net files. This difference (reported as a percentage) is
included in the flatfile for the six components of each record. We leave it up to the
users of this database to choose the suitable threshold or percentage error for the motions
they use in their studies.
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PART III: METADATA

This section presents the metadata collected for each record. The information includes
event information, various source-to-site distance measures, and station information.

EARTHQUAKE INFORMATION

For the engineering use of strong motion records, it is important to associate each record
with an earthquake and to have an accurate parameterization of the source (e.g., My, focal
mechanism, rupture plane location and extent). The KiK-net data files provide a subset of
these parameters (M 4, hypocenter location, and date and time of occurrence in the follow-
ing format YYYY/MM/DD HH:MM:SS.SS, but SS.SS is always 00.00) and the full set of
parameters are available in the F-net seismic catalog. We use the common parameters
between the KiK-net and F-net data sets to match records in the KiK-net database to the
corresponding earthquake in the F-net catalog. According to the F-net website, the source
parameters are computed from a full-wave inversion code that uses about 70 different broad-
band waveforms (Fukuyama et al. 1998, Fukuyama and Dreger 2000). The automatic solu-
tion is then improved by manual operations. Hence, we consider the hypocentral location
obtained from the F-net catalog more reliable than the values reported in the KiK-net
data files. Moreover, we use the My, reported in the F-net catalog since we believe it is
more accurate than obtaining My, from M, through empirical correlations.

Oth et al. (2011) report that the location provided in the KiK-net website has a horizontal
resolution of 0.1°. Hence, a perfect match between the KiK-net earthquake locations and the
F-net catalog location is unlikely. We match KiK-net records to F-net earthquakes and clas-
sify the match into one of five categories (A through E) that allow different error margins
(Table 2). Category A represents the strictest error margin, Category D contains earthquakes
that were manually matched, and Category E contains earthquakes for which no match was
found. A total of 4,943 earthquakes with M ;4 > 4.0 were identified in the KiK-net database.
Table 2 provides the number of earthquakes matched at each category and the number of
records associated with each. About 89% of the matched earthquakes and records fall in
Category A. The manually-matched events (Category D) are mainly matched using the

Table 2. The error margins allowed during the cross matching of events from the KiK-net and
F-net databases for each match category and the number of earthquakes and records associated
with the five match categories

Category A B C D E
Maximum error in: Latitude (°) 0.1 0.1 0.15 - -
Longitude (°) 0.1 0.1 0.15 - -

Time (minutes) 1 60 60 - -

Mpa 0.0 0.2 0.3 - -

Depth (km) 2.0 5.0 20 - -

Number of earthquakes matched 4,393 73 46 28 403

from the KiK-net database

Number of GM records 139,273 2,807 2,861 3,238 8,778
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date, time, and location of the event. The 4,534 earthquakes (Categories A to D) from the
KiK-net database mapped into 3,210 earthquakes in the F-net seismic catalog (2,776 of these
F-net events have My, > 4). This is due to the fact that the information of some earthquakes is
documented slightly different in some KiK-net data files than others. For example, a 4.9
My, earthquake occurred in 11 October 1997 at 14:44 (JST), was reported in the
KiK-net data files using two slightly different locations (0.4 km apart). Hence, both of
these events were mapped into a single event in the F-net catalog. Figure 6 shows the
My, versus depth and My, versus epicentral distances for the earthquakes that fall into
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Figure 6. Plots of My, magnitude for the events that fall within the matching Categories A
through D versus: (a) the focal depth and (b) epicentral distance for each GM record.
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the matching Categories A through D. Note that the My, 9.0 Tohoku earthquake is shown as
an My, 8.7 earthquake in the F-net catalog and subsequently in our flatfile (to maintain con-
sistency with the earthquake magnitudes reported in the F-net catalog). Care should be taken
in using the metadata for earthquakes other than those in Category A because the data may
not correspond to the correct event.

DECLUSTERING THE F-NET CATALOG

Earthquakes in seismic catalogs are classified as independent events (main shocks) or
dependent events (foreshocks and aftershocks). Declustering is a process in which the depen-
dent events are removed from the catalog. Identifying whether the events are independent or
not is important for the development of GMPEs because source scaling may be different for
these two types of events. For example, the strong ground motions in the NGA-West 1 data-
base (Chiou et al. 2008) that were recorded from aftershocks were found to behave differently
than the records from main shocks. For this reason, the records from aftershocks were either
totally excluded from the data used in developing the GMPEs (e.g., Campbell and Bozorgnia
2008 and Boore and Atkinson 2008), or treated differently by including specific terms for
aftershocks (e.g., Abrahamson and Silva 2008 and Chiou and Youngs 2008a). Nevertheless,
in most GMPEs the difference between dependent and independent earthquakes is simply
neglected.

Because different subsets of events in a catalog can be Poissonian, the declustering pro-
cess has no unique solution and the different declustering algorithms can give different
results (Stiphout et al. 2012). Many declustering algorithms had been developed over the
years (e.g., Knopoff and Gardner 1972, Gardner and Knopoff 1974, Reasenberg 1985,
Molchan and Dmitrieva 1992, Zhuang et al. 2002, Marsan and Lengline 2008, and Zaliapin
et al. 2008). Stiphout et al. (2012) provide an overview of each of the previously mentioned
declustering algorithms.

The F-net seismic catalog was declustered using the algorithms by Gardner and
Knopoff (1974), as implemented in a Matlab script included in the software ZMAP, and
by Reasenberg (1985), as implemented in a FORTRAN script coded by Dr. Norm
Abrahamson (see Data and Resources section). These two algorithms are widely used.
For example, the Gardner and Knopoff’s (1974) algorithm was used to decluster the seismic
catalogs used to develop the United States national seismic hazard maps (Petersen et al. 2008)
and the Southeast Asia seismic hazard maps (Petersen et al. 2007). Reasenberg’s algorithm
was used to decluster catalogs used by Ozturk and Bayrak (2012) and Vipin
et al. (2013).

The Gardner and Knopff algorithm was implemented using three different sets of input
parameters (see Stiphout et al. 2012 for more details). Summary of the analyses results are
shown in Table 3. None of these analyses resulted in a Poissonian catalog. Attempts to
change the input parameters of Gardner and Knopff’s algorithm to force a Poissonian declus-
tered catalog resulted in nonphysical (much lower than 1) Gutenberg-Richter b-values which
might indicate that the declustering criteria is excessively strict.

Even if it is typical practice to assume that a declustered catalog follows a Poissonian
model, this assumption is often debated (e.g., Matthews et al. 2002). Hence, it was decided
to use the typical input parameters of Gardner and Knopoff’s algorithm (see Table 3)
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Table 3. The output of the different declustering trials on the F-net seismic catalog

Number of Is the
main shocks Gutenberg- declustered
Number of (independent Richter catalog
Algorithm Parameters clusters earthquakes) b-value Poissonian?
Reasenberg 7, = 2days, 7,,,, = 10days, 881 17,093 0.90 No
(1985) p1 = 0.99, x;, = 0.50,
and rpy = 10"
Gardner and  Gardner and Knopoff (1974) 2,054 6,376 0.76 No
Knopoff Gruenthal (Personal Comm.) 1,739 3,688 0.69 No
(1974) Uhrhammer (1986) 1,286 11,165 0.87 No

* 7, Minimum value of the look-ahead time for building clusters when the first event is not clustered™

Tpax: Maximum value of the look-ahead time for building clusters”™

p1: Probability of detecting the next clustered event used to compute the look-ahead time 7"

x;: The increase of the lower cut-off magnitude during clusters”

Taer: The number of crack radii surrounding each earthquake within new events considered to be part of the cluster”™
** As defined by Stiphout et al. (2012). The reader is referred to Reasenberg (1985) for more details.

despite the fact that the resulting catalog is non-Poissonian. For this reason, we recommend
against using the output of the declustering analysis from this study in source character-
ization studies for seismic hazard analyses, where the Poissonian assumption is often
invoked. On the other hand, using the output of this analysis to differentiate between depen-
dent and independent events in developing GMPEs should be valid, since the assumption of
a Poissonian distribution for earthquake occurrence is not used in GMPE development.
Additional information regarding declustering the F-net catalog is presented in
Dawood (2014).

EARTHQUAKE CLASSIFICATION

Earthquakes can be classified into different categories based on parameters such as loca-
tion, depth, and style of faulting. A widely used classification in the development of GMPEs
is based on tectonic environment and divides earthquakes into active crustal (shallow and
deep); subduction zone (interface and intraslab); and stable continental region earthquakes. If
enough records are available, GMPEs are generally developed using records from a specific
tectonic regime.

We use the algorithms by Allen et al. (2008) and Garcia et al. (2012) to classify the
earthquakes in the F-net catalog. The latter algorithm was proposed to overcome several
shortcomings in the algorithm by Allen et al. (2008). Table 4 shows a summary of the
input parameters and the output earthquake categories for both algorithms. It is clear
from the table the higher level of complexity of the Garcia et al. (2012) algorithm. This
algorithm was validated by automatically classifying a catalog of earthquakes that also
were manually classified. For most event types, the validation exercise showed considerable
improvement in the number of correctly classified events when the Garcia et al. (2012) algo-
rithm was used in place of the Allen et al. (2008) algorithm. However, for intraslab events the
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Table 4. Comparison between two algorithms to classify earthquakes (Allen et al. 2008 and

Garcia et al. 2012)

Algorithm Allen et al. (2008)

Garcia et al. (2012)

Input parameters * Hypocentral depth

® Magnitude

® Region classification
(active tectonic or

stable continental).

* Earthquake location

* Finn-Engdahl geographic
regions (Young et al. 1996)

* Hypocentral depth

¢ Focal mechanism

® Information about trench and subduction
slab interface models (Hayes and Wald 2009,
Hayes et al. 2009, and 2012).
[only for events in subduction regions]

* SZ" outer

® SZ intraslab

® SZ interface

* ACR" deep

* ACR shallow
SCR”

* SOR’

* OBR” ridge

* OBR collision/transform

® Hotspot

* REVISION®

* SZ" intraslab

® SZ interface

® Shallow active crustal
® Stable continental

Earthquake classes

* SZ: subduction zone; ACR: active crustal region; SCR: stable continental region; SOR: stable oceanic region; OBR:
oceanic boundary region; and REVISION: manual classification is needed for that specific event.

number of misclassified events using the Garcia et al. (2012) algorithm increased. This was
attributed to the lack of slab models for about half of the misclassified earthquakes. The
reader is referred to Garcia et al. (2012) for additional details. The results of applying
both algorithms to the F-net catalog are shown in Table 5. The 951 earthquakes that
were not classified using the algorithm by Allen et al. (2008) are events with My, < 7.7
and depth greater than 50 km because Allen et al. (2008) do not provide a classification
for events that fall within this depth-magnitude combination. The number of events classified
as interface events using both algorithms are very different. This is consistent with the finding
by Garcia et al. (2012) that the Allen et al. (2008) algorithm misclassified about 54% of the
interface events. Figure 7 shows the location of the events in the four main categories as
classified by Garcia et al. (2012).

Earthquakes were also classified based on faulting mechanism. A total of 281, 457,
1,616, and 856 earthquakes originated from strike slip, normal, reverse and unknown
type faults, respectively. The determination of the faulting style was carried out using Equa-
tion (1) in Garcia et al. (2012). The faulting style is determined using the P-, B-, and T- axes
plunges of each earthquake. These values were calculated from the fault plane parameters
(dip, strike and rake) provided by the F-net catalog using the software FOCMEC
(Snoke 2003).
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Table 5. Classification of F-net earthquakes in the current database using the algorithms
by Allen et al. (2008) and Garcia et al. (2012)

Number of earthquakes Number of earthquakes
Class classified by Allen et al. (2008) classified by Garcia et al. (2012)
SZ intraslab 1,161 1,123
SZ interface 5 873
SZ outer - 16
Shallow active crustal 1,093 -
ACR deep - 112
ACR shallow - 1,083
OBR - 3
Not classified 951 -
Total 3,210 3,210

SZ: subduction zone; ACR: active crustal region; and OBR: oceanic boundary region.

ACR Shallow ACR Deep
s0r ——t e “ 50 e - —
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Figure 7. Location of the earthquakes classified as ACR shallow (top left); ACR deep (top right);
SZ interface (bottom left); and SZ intraslab (bottom right). The classification is made using the
algorithm by Garcia et al. (2012).
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DISTANCE MEASUREMENTS

The epicentral distance, hypocentral distance, azimuth, and finite-source distance mea-
sures (closest distance to the fault, R,,,,; closest distance to the surface projection of the fault,
R;p; and the horizontal distance from the top of rupture measured perpendicular to the fault
strike, R,) were computed for all the records from events for which there was a match in the
F-net catalog. Finite-source rupture models for 21 earthquakes were found in the literature;
these models were used to compute finite-source distance measures for 5,734 records asso-
ciated with these earthquakes. For events for which a finite fault model is currently unavail-
able we simulate the rupture parameters following the method of Chiou and Youngs (2008b,
Appendix B of that paper). We used the F-net hypocenter location, My,, and focal mechan-
ism. However, we could not determine which strike/dip pair was the actual fault plane for all
events and so we compute the distances from 100 simulated faults for each plane separately.
For each of the simulated faults, we compute the median R,,,,,, R, R,, and azimuth. Detailed
information regarding the earthquakes with published finite-source rupture models and the
methodology adopted to simulate the faults for the other earthquakes are presented in an
electronic supplement to this manuscript.

RECORDING STATIONS

We calculated several parameters that characterize the soil profile at 655 KiK-net sta-
tions. Table 6 lists these parameters along with a brief description. The histograms that
show the NEHRP site class (BSSC 2001), Vg3, and the depth of the borehole instrument
at all stations are shown in Figure 8. Most of the stations fall into the NEHRP site classes
C [58%] and D [28%]. The median, mode and mean of the Vg of all stations falls in the

Table 6. Parameters calculated at each KiK-net site

Parameter” Description

Vex Average shear wave velocity from ground surface up to a depth of X meters
(e.g., Vis3o)

V§ max Maximum shear wave velocity in the profile

V§ min Minimum shear wave velocity in the profile

Vo Shear wave velocity at the ground surface

Vsmean Average shear wave velocity from ground surface up to the location of the
borehole instrument

hgoo Depth at which the shear wave velocity exceeds 800 m/s

Vsnsoo Average shear wave velocity from ground surface up to the depth hggq

V sborehole Shear wave velocity at the location of the borehole instrument

Hole depth Depth of the borehole instrument

NEHRP site class A if Vg3g > 1;500m/s; B if 1,500m/s > Vg > 760m/s; C if 760m/s >
VS30 > 360 m/s
D if 360m/s > Vg3 > 180m/s; and E if 180m/s > Vg,

* Shear wave velocities reported in the flatfile are based on measured shear wave velocities as reported in the KiK-net
website
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Figure 8. Histograms showing: (a) NEHRP site classes for KiK-net stations, (b) Vg3 for KiK-net
stations; and (c) depth of the borehole instrument for KiK-net stations.

range between 445 m/s and 500 m/s. The depth of the borehole instruments vary between
99 m and 2,008 m.

SUMMARY AND CONCLUSIONS

We presented an automated ground motion processing protocol and applied it to the KiK-
net strong motion database to obtain corrected ground motions for events between October
1997 and December 2011. We used the F-net seismic catalog to obtain the earthquake meta-
data for each ground motion recording. This manuscript describes in detail the approach used
to process the records and obtain the necessary metadata. Essential steps of the ground
motion processing protocol include high-pass filtering of the record with a variable high-
pass corner frequency such that baseline errors are minimized and the usable bandwidth
is optimized. In addition, SNR checks were performed to ensure that the usable bandwidth
is not contaminated by noise. An additional check was conducted to flag records that poten-
tially have multiple wave trains.
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Event metadata (magnitude and location) was obtained from the F-net catalog. A perfect
match between earthquake parameters present in the KiK-net data files and the earthquakes in
the F-net catalog was not always possible. Hence, we attach to each event a classification
indicating the reliability of the match. For earthquakes with poor match, care should be taken
if the earthquake parameters from the F-net catalog are to be used for further analyses.
Declustering algorithms were used to differentiate between dependent and independent
events for the purpose of GMPE development. Earthquakes were also classified by earth-
quake type. Two different earthquake classification algorithms were used in this study. Both
algorithms showed that the earthquakes recorded by the KiK-net network are mainly active
shallow crustal or subduction (interface and intraslab) type earthquakes. The flatfile contain-
ing all the data described in this article, in addition to the 5% damped response spectra, are
publically available (Dawood et al. 2014).

DATA AND RESOURCES

The KiK-net strong-motions and shear wave velocity profiles used in this study were
provided by National Research Institute for Earth Science and Disaster Prevention
(NIED) at (www.kik.bosai.go.jp). The strong-motions data and the shear wave velocity pro-
files were last accessed in October 2012. The F-net seismic catalog was also provided by
NIED at http://www.fnet.bosai.go.jp. It was last accessed in October 2012.

The automated protocol is based on the Matlab scripts by Goulet and Bayless (n.d.). We
used the Matlab scripts included in the software package ZMAP (http://www.earthquake.ethz
.ch/software/zmap) that are programmed to decluster the F-net seismic catalog using the
Gardner and Knopoff algorithms. We used a FORTRAN script coded by Dr Norm
Abrahamson to decluster the F-net seismic catalog using the Reasenberg (1985) algorithm.
We also used the FOCMEC software (http://www.geol.vt.edu/outreach/vtso/focmec/
focmec-doc/readme_focmec.html) to convert from the fault plane (dip, strike and rake) to
the stress axes (lower hemisphere trend a plunge of T, P, and B).

The flatfile described in this manuscript was uploaded to the NEEShub website and is
accessible through https://nees.org/resources/7849/.
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APPENDIX

Please refer to the online version of this paper to access the supplementary material pro-
vided in the appendix.
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APPENDIX
MULTIPLE WAVE TRAINS

The presence of multiple wave trains in a single data file is a problem that limits the
usability of the GM record. In some cases, especially after the occurrence of large earth-
quakes, a strong GM instrument can record two seismic wave trains (or more) from different
earthquakes and include both in the same file assuming they are from a single earthquake
(Figure Al). Strasser and Bommer (2005) reported that using such records could result in
distortion of the high frequency portion of the response spectra. These authors report that they
were not able to calibrate two different methods to automatically separate these sub events
because of the large variations in the magnitude and distances available in their study. Hence,
they conducted a manual separation of a subset of their database. The size of the database
used in the current study complicates the process of manually localizing and separating such
motions. Hence, we developed a simple algorithm to automatically detect the motions that
potentially contain multiple wave trains (MWT).

The concept underlying the algorithm is to automatically detect if the acceleration time
history starts to considerably increase after it has decreased. This detection is difficult
because there are no definite criteria to detect the end of a main shock and the arrival of
an aftershock. Hence, we decided to test different criteria within the algorithm and count
the number of cases where the different criteria reported a motion as containing MWT.
The output of the algorithm is used to classify the motion into three classes: unlikely, pos-
sibly, or likely containing MWT. It is then up to the user to choose which subset to use in their
analyses. Hence, this algorithm is not intended to provide a definitive answer about whether
the motion contains, or not, MWT, but is intended to provide an indicator to that effect. The
algorithm can be summarized as follows:

I. The acceleration time histories for the two horizontal components at the ground surface
are divided into different segments. Each segment is 5 s wide.

II. The maximum of the absolute acceleration and its time of occurrence in each segment
are localized.

III. We chose three different ratios that are used as preset criteria to pick motions with
MWT. In the current algorithm we selected Criterion 1=0.05, Criterion 2 =0.10,
and Criterion 3 =0.20. The algorithm loops through the different criteria. For each
Criterion:

e All segments that follow the one that contains the PGA are looped through. The
first segment that has a maximum acceleration smaller than or equal to Criterion 1
multiplied by PGA is localized. This segment (S,,;) is considered to be the end of
the motion from the main shock.

e Ifthe peak acceleration in any segment following that S,,,; has a peak acceleration
that exceeds 1.5 multiplied by Criterion 1 and PGA, the motion component is
flagged as MWT based on Criterion 1. In that case, we assume that the motion
reinitiated again after it was ending. Hence, there is a possibility that there is a new
wave train from an aftershock that reached the station.

e The algorithm loops the three criteria for the two horizontal components.
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Figure Al. The East-west component recorded at the ground surface of three different GM
records that have multiple wave trains (from top to bottom: GMs# 140150, 141404, and 142133).

IV. The same loops are performed for the segments that precede the one that contains the
PGA. Similar flags are assigned for each criterion and component combinations to flag
motions that contain foreshocks.

V. Each record is classified as “likely,

LR N3

possibly,” or “unlikely” MWT as follows:

e  Likely MWT: If the two horizontal components were classified two times or more
as aftershock MWT or foreshock MWT.

e Unlikely MWT: If the twelve checks (two horizontal components, three different
criteria, and foreshock/aftershock checks) resulted in a non-MWT.

*  Possibly MWT: The motions that cannot be either classified as “likely” or
“unlikely” MWT.

Figure A2 shows another example of a MWT record. The top plots show the acceleration
time histories. This particular record shows three different wave trains. PGA occurs in the
first wave train. The second row of plots show the maximum accelerations in each segment
(5 s in width) normalized by the PGA of each component of the motion. The titles of the plots
in the second row show the result of the different checks. The algorithm identified an after-
shock using the three criteria on the two components (i.e., an aftershock MWT was detected 6
times). Hence, the algorithm classified this motion as “Likely MWT” which is confirmed by
the visual inspection. The second line in the titles of the lower row of plots shows the flags for
the foreshock MWT check. Since the PGA is in the first wave trains, the algorithm did not
detect any foreshocks and the six flags resulted in a non-foreshock-MWT flag. The vertical
lines are plotted to show the automatically detected arrivals of the different aftershocks using
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Figure A2. An example of a motion that contains multiple wave trains (GM# 59351). The plots
to the left are for the East-West Surface component of the motion while the plots on the right are
for the North-South Surface component. The top plots show the acceleration time histories and
the vertical lines show the automatically picked arrivals of the aftershocks using the proposed
algorithm. The bottom plots show the ratio between the peak acceleration in each segment (5 s in
width) and the PGA, in percent. The automatically detected arrivals of the aftershocks are based
on these ratios.

the different criteria. It is clear from the acceleration time history plots that the algorithm was
able to localize the presence of the multiple wave trains effectively.

ADDITIONAL DETAILS ON THE PROCESSING PROTOCOL

Figures A3 and A4 present a visual example of the loops in the processing protocol used
to pick up a suitable f,. value. Figure A3 shows the acceleration, velocity and displacement
time histories of one component of a recorded time history after zeroth order baseline correc-
tion (Step I). It is clear from the velocity and displacement time histories that the motion
needs to be baseline corrected. Figure A3 also shows the smoothed FAS. The FAS is almost
horizontal at very low frequencies after it started to decay below about 0.8 Hz. This confirms
the presence of long period noise that needs to be filtered out.

Figure A4 shows the time histories of the same component shown in Figure A3 after
applying a filter with a corner frequency of 0.07 Hz (first iteration through Step IV).
The velocity and displacement time histories visually look physical (i.e., they return to
zero at the end of the motion). Another subplot is included to show the result of the five
checks conducted using the different preset criteria (see Step V in the main text). The result-
ing motion fulfills the first five criteria. Also, four additional lines were added to the
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Figure A3. Acceleration, velocity, and displacement time histories of one component of a
recorded time history (East-West borehole component of GM# 2351) after zeroth order baseline
correction (left panels). The plot on the right shows the smoothed acceleration FAS of the same
component.

smoothed FAS. The gray solid line represent the theoretical slope of the FAS decay with
frequency (slope of 2), and the gray dashed lines represent the limits of the range of slopes
that we considered acceptable while automatically processing the motions (slopes of 1 and 3).
The black solid line represents the actual slope of the FAS of this component of the motion.
Since this solid black line falls between the two gray dashed ones, this component passes the
sixth criteria. The code checks the remaining five components of the motion to check if this f.
value is also suitable for these components. If this is not the case, the algorithm will select the
next f. value and repeat Steps IV through V.

DISTANCE MEASUREMENTS

The epicentral distance, hypocentral distance, and azimuth were computed for all the
records from events for which there was a match in the F-net catalog. Finite-source rupture
models for 21 earthquakes were found in the literature. These earthquakes are associated with
5,734 records in the database. Table A1 provides a list of these earthquakes. For the records
from the earthquakes listed in Table A1, we calculated the closest distances to the fault (R,,,),
closest distance to surface projection of the fault (Joyner-Boore distance, R;z), and the hor-
izontal distance from top of rupture measured perpendicular to fault strike (R,). Table Al
includes the range of these distances for the corresponding stations, the magnitude reported
by the finite fault reference, the Garcia et al. (2012) classification, and the classification by
the finite fault reference (for those references where the authors indicated a classification).
Figure A5 shows the distribution of My, versus the different distance measures for the events
listed in Table A1. When multiple source models were available, a single model for the dis-
tance calculations was chosen. This choice was based on two factors: (1) the most recently
published models were preferred to older models, and (2) the precision with which the model
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Figure A4. Acceleration, velocity and displacement time histories of the same component of
motion shown in Figure A3 after applying a filter with a high-pass corner frequency of
0.07 Hz. The fourth panel on the left shows that the five preset criteria were satisfied after
this filter was applied (shown as green rectangles). Four additional lines were added to the
panel that shows the smoothed FAS (right top panel). The gray solid line represents the theoretical
slope of the FAS decay with frequency, and the gray dashed lines represent limits of the range of
slopes that we considered acceptable while processing the motions (slopes of 1 and 3). The black
solid line represents the actual slope of the FAS of this component of the motion. The SNR panel
(bottom right) shows the signal-to-noise ratio curve (in red), a horizontal black line that represents
the threshold of 3, and two vertical black lines that represent the range of frequencies between
which the SNR is checked.

is described. There were examples where the location and/or geometry of the most recent
finite source model was ambiguous, in those cases we selected an older model.

The finite fault models of the following earthquakes consisted of multiple segments: 2003
Miyagi-ken Oki, 2003 Miyagi-Ken Hokobu, 2008 Northern Iwate, and 2011 Fukushima-
Hamadori. For the purpose of computing R,, the multi-segment models were simplified
to a single segment. This was done subjectively, where the simplified fault parameters
were selected to fit the shape of the multiple segments as accurately as possible. Thus,
we expect there to be additional uncertainty in the values of R, values that we report for
multi-segment models.

For events for which a finite fault model is currently unavailable we simulate the rupture
parameters following the method of Chiou and Youngs (2008b, Appendix B). We used the
F-net hypocenter location, My, and focal mechanism. However, we could not determine
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Figure A5. The distribution of My, versus: (a) R,,;; (b) R,,,; (¢) R;; and (d) R,, for the earth-
quakes listed in Table Al. Distances less than 1 km were rounded up to 1 km.

which strike/dip pair was the actual fault plane for all events and so we compute the distances
from 100 simulated faults for each plane separately. For each of the simulated faults, we
compute the median R,,,, R;p, R, and source-to-site azimuth.

The first step in the simulation process is to compute the rupture area for a given My,. We
use the M y,-area relationship by Wells and Coppersmith (1994) for active crustal events, and
two M y,-area relationships by Strasser et al. (2010) for subduction zone events. We use the
Garcia et al. (2012) classification to determine the appropriate magnitude-area relationship.
For the events in Table A1, two of the Garcia et al (2012) classifications do not match the
earthquake classification in the published literature (the two Kii Peninsula events); for these
events, we used the classification given in the literature. Figure A6 compares the My, -area
relationships for the events in Table Al with the models in the literature. The events for
which we have a finite fault model are consistent with these previously published relation-
ships, and so we use the Wells and Coppersmith (1994) and Strasser et al. (2010) equations
for simulating the rupture area from a known magnitude.

The second step for simulating the faults is to estimate the aspect ratio (AR) of the rup-
tured area. Chiou and Youngs (2008b) developed equations for AR as a function of My, from
the NGA-W1 database. Figure A7a compares this relationship to the finite fault models in our
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Figure A6. My, versus rupture area for the finite fault models in Table Al; (a) compares the
Wells and Coppersmith (1994) relationship for active crustal events, and (b) and (c) compare
the Strasser et al. (2010) relationships to the finite fault models in Table Al for subduction
zone interface and intraslab events, respectively.

database. The finite fault models in our database are sufficiently similar to the previously
published equations and so we use the Chiou and Youngs (2008b) equations for normal
and strike slip events. However, the AR relationship for reverse faults tends to give values
that are too large, particularly at larger magnitudes. So we estimate the coefficients from the
data in Figure A7b for reverse events:

log(AR) = 0.0321(My, — 4)'33, 6., = 0.35 (A1)

The third step is to simulate the location of the hypocenter on the fault plane. To do this
we use the finite-fault models in our database to compute (a) the ratio of the distance along
strike to the hypocenter (s1) to the fault length, and (b) the ratio of distance down-dip (w1) to
the hypocenter to the fault width. Since these values are both bounded from zero to one, we fit
a beta distribution to the samples. The QQ plots showing the fit of the data to the selected beta
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distributio

ns are given in Figure A8. If the depth to the top of the rupture is negative, then the

value of wl is also adjusted so that the depth to the top of the rupture is zero.

To det
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ermine a single distance value from the two planes for R,, R;, and R,,,,, we recom-
following rules:

Use the plane with the shallower dip for interface events.

For non-interface events, use the geometric mean of the two distances for R,,,
and R JB-

For R,, if the sign is the same for the two fault planes, then use the geometric mean
of the two values.
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Figure A8. QQ plots for (a) wl/width, and (b) s1/length.
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To assess the accuracy of the simulated distances, Figure A9 plots the base ten logarith-
mic distance residual (using the above rules for determining a single value) versus the hypo-
central distance for the events in Table A1l for four different My, ranges. This figure shows
that the simulated distances are very accurate for all distances if the My < 6. For My,
between 6 and 7 the scatter increases for hypocentral distances less than 20-30 km The scat-
ter for all events in the 7-8 bin is very small, but this is likely because there are not any
stations at hypocentral distances less than 100 km. Even where the scatter increases for events
with magnitudes less than 8, the bias is relatively small. Hence, these distances may be used
for situations where the additional uncertainty is acceptable. For My, > 8, there is significant
bias and so we do not recommend using the simulated values in this range.
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